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Instrumentation

A Application-specific (manual) instrumentationé

Most robust

Minimal overhead (omp_get_time)

Insensitive to sampling effects

Application-specific knowledge can different based on usage (e.g. different levels of MG)
High effort / large reward

uto-instrumentation (TAU, Advisor, Vtune)é
Minimal effort
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Integrated visualization
Sampling effects can confuse performance analysis
Using the same function many different ways can confuse analysis
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Can have high overhead (Advisor/Vtune)
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Roofline Model
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A The Roofline Model is a throughput-
oriented performance modelé

A Tracks rates not time
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Performance and Algorithms Research

A Augmented with Littleds Law
ap o anes - Roofline Performance Model

ALGORITHMS

(concurrency = latency*bandwidth) RESEARCH™ ooty itmefmren e s o s vt st

Research multicore, manycore, or accelerator processor architectures. Rather than simply using percent-of-peak estimates, the model can be used to
assess the quality of attained performance by combining locality, bandwidth, and different parallelization paradigms into a single

I d . J;\:!:;:nmg performance figure. One can examine the resultant Roofline figure in order to determine both the implementation and inherent performance
A Independent of ISA and architecture
EDGAR
R Arithmetic Intensity
e HPGMG The core parameter behind the Roofline model is Arithmetic Intensity. Arithmetic Intensity is the ratio of total floating-point operations to
I .t C P U G P U G I T P U l t 2 Roofline total data movement (bytes). A BLAS-1 vector-vector increment ( xfil+=y[i] ) would have a very low arithmetic intensity of 0.0417 (N FLOPS
ap p I e S O S y S y O O g e S y e C e SSSSS 124N Bytes) and would be independent of the vector size. Conversely, FFT's perform 5*N*logN flops for a N-point double complex

TOP500 transform. If out of place on a write allocate cache architecture, the transform would move at least 48N bytes. As such, FFT's
i would have an arithmetic intensity of 0.104*logN and would grow slowly with data size. Unfortuantely, cache capacities would
limit FFT arithmetic intensity to perhaps 2 flops per byte. Finally, BLAS3 and N-Body Particle-Particle methods would have

A Informs developers which routines are T

underperforming the |} ET e
capabilities == which routines to ol

optimize —

—

SpMV
BLAS1,2
Stencils (PDEs)

https://crd.lbl.gov/departments/computer-science/PAR/research/roofline
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Jouppi Datacenier,Performance Analysis of a Tensor ProcessingUni t 6, | SCA, 2 17. ;r’;r\nl
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Use by NESAP

A NESAP is the NERSC KNL application readiness project.
A NESAP used Roofline to drive optimization and analysis on KNL

A Bound performance expectations (ERT)

A Use Viune to quantify DDR and MCDRAM data movement

A Compare KNL data movement to Haswel | (sea o
A Understand importance of vectorization

A Doerfer et al., "Applying the Roofline Performance Model to the Intel Xeon Phi Knights

Landing Processor", Intel Xeon Phi User Group Workshop (IXPUG), June 2016.

A Barnes et al. "Evaluating and Optimizing the NERSC Workload on Knights
Landing", Performance Modeling, Benchmarking and Simulation of High Performance
Computer Systems (PMBS), November 2016.
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KNL

Roofline for NESAP Codes
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Intel Advisor
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Intel Advisor is a performance analysis tool

On modem processors, it is becoming crucial to both vectorize (use AVX® or SIMD® instructions)

]
and thread software to realize the full performance potential of the processor. In some cases, code
eV 0 V e r 0 I I I V e C O r a V I S O r that is vectorized and threaded can be up to 187X faster than unthreaded/unvectorized code—and
about 7X faster than code that is only threaded or vectorized. And that gap is growing with every
new processor generation.
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The Difference Is Growing With
Each New Generation of Hardware

= nersc.gov (v}

/[ Site Map | My NERSC | & Share
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Powering Scientific Discovery Since 1974
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Intel* xeon™ 2007 2009 2010 2012 2013 201‘ 2016
Srocessor.  X5472 X5570 X5680 | ES-2000 E5-2600 v 600 v3. £5-2600
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HOME  ABOUT  SCIENCEATNERSC ~ SYSTEMS NEWSGPUBLCATIONS RED  EVENTS LIVESTATUS  TIMELINE

Home » For Users » Software » Performance and Debugging Tools » Advisor
FOR USERS

- . - Software y have intel m Live Status
A https://software.intel.com/en-us/intel-advisor-xe s R ADVISOR
L Threaded plus vecmn:sd can be much faster than either one alone. The gap is gra ms::@w Introduction e
. - - - - new hardware generation. Details. Accounts & Allocations. Intel Advisor provides two workflows to help ensure that Fortran, C and C++
A https://software.intel.com/en-us/articles/getting-started-with- I il o
P08 [ 2sviosves <[ ssowces - Leops <[ a8 Twest -] Application Performance + Vectorization Advisor Identifies loops that will benefit most from vectorization,

3. Some Important command Line
Data & Analytics specifies what is blacking effective vectorization, finds the benefit of alterative Options for Intel Advisor

Job Logs & Statistics data and increases the confi that is safe. 4. Using the Advisor GUI

intel-advisor-roofline-feature o -

in 5252 2t #1172 O Vectoiand | 0.1371 Training & Tutorials 5. Roofline tool on Cori
g S0t tloopsE 748 Sclr a1 « Threading Advisor is used for threading design and prototyping and to analyze, g, pownloads.
floop in 3126 # loopethasT) & Scater s Software
Va R g P PR design, tune, and check threading design options without disrupting normal
. * loop in 141 SompSparse for. 4 Scatar ol code development.
ttps://www.youtube.com/watch?v= e == e
- M . - : @ liosp 0 1232 Somplparsie for. ¥ Scalar Versoos 02881 All Software List
licati I, fintel-advise
Intek® Advisor gives you data to forecast the performance gain before you invest sl A:'“ oo For more Intel Advisor visit
mpiers
in implementation. Implement only the options that have a high return on investmel S i orots Back o Top
rogramming s
G Using Intel Advisor on Edison and Cori
Data-Driven Vectorization Optimization and Threading Desi| vorsion Gontol Toos
e L o pHl o ing Sig Programming Libraries To launch Advisor, the Lustre File System should be used instead of GPFS. Either the command line tool, "advixe-ci” or the GUI
Performance and Debugging can be used. We recommend you to use the command| ine tool, “inspxe-cl®, to collect data via batch jobs, and then display
You need good data to make good design decisions. What loops should be threadt Tools results using the GUI, *inspxe-gul’, on a login node on Edison.
vectorized first? Is the performance gain worth the effort? Will the threading perfort oOT
larger core counts? Does this loop have a dependency that prevents vectorization? Totalview Compiling Codes to Run with Advisor
- - trip counts and memory access pattems? Have | vectorized efficiently with the late{ Go8
| older SIMD instructions? Additional Gompller Flags
using older structions STAT and ATP In order to compile the code to work with Advisor, some additional flags need to be used.
CCDB and Igdb
Vectorization Optimization: Guidance to Speed up your Appli Vaigrind Cray Compiler Wrapper (ftn, cc, CC)
PM When using the Cray compiler wrappers to compile codes to work with Advisor, the '-g' and the '-dynamic’ flags should be used.
oyt It Is recommended that a minimum optimization level of 2 should be used for compliing codes that will be analyzed using Intel

e Advisor. To compile a C code for MPI as well as OpenMP, use the following command:

Viune & :
Darshan i cc -g -dynamic -openmp -02 -0 mycode.exe mycode.c :

A http://www.nersc.qov/users/software/performance-and-
debuqgging-tools/advisor/

Here, the -g option is needed to assist Advisor to associate addresses to source lines, and the -dynamic option is needed to build
dynamically linked applications with the compier wrappers on Edison (the compiler wrappers, ftn, cc, and CC, link applications
statically by default).

co
Cofector

Grid Software and Services
Policies Without the -dynamic option, the following error is generated:
User Surveys

NERSC Users Group

Help

Staft Blogs

Roquest Repository Mailing

% module load advisor

% cc -g -openmp -0 mycode.exe mycode.c

% srun -n 1 -c 8 advixe-cl --collect survey --project-dir ./myproj -- ./mycode.exe
advixe: Error: Binary file of the analysis target does not contain symbols required for profilis
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